Faamde 13 Caloured balls are distributed in four boxes as show

Miscellancous Examples

n m the following

d Blue

table
Box Colour
G || e
I
11 2
I 1 B\ é
Y ) |

A box is selected ai
box . The colour of the
hox HI7

»

6

2

1

S

domly drawn trom the selected
ility that ball drawn 1s from the



PRORBA AN Ty

solution Let A, E. F‘:f k. and Ebe the evengs s detimed helow
A ablack ball 15 selecqed o box 1 gl |
E, : box 1T is selec . L
. B ected F o hox i g selected
E  hox IV i selected
Since the boxes are chosen af random
Therefore PE) - PE) =Py - Py - |
3 : g
Also P(AIE, ) = .
4 1
P(box 111 is sele(‘ . B 'Bavm
theorem, o
P(F JA) =
v P(E, )Pmrﬁ—)TPcFTP(AIE )+ PR, v

Solution Let

Here
4 -\ l \
—n="'Cl~= L
We know that P(X = x) \(2} (3)" 1234
sotribut fXis
i e. the distribution 0
X, P(x 1) X f P( x‘)
4
(2
———""‘p——"—'_
1
ANER L
4 b .
! C.[q) (zJ (,(.}.) (;)
.




580 MATHEMATICS

s | <G
1| G))
ey

S .gé-’m
! A0:IE0)
”NF b i y

1
5
-\ ZeamButimy

.

Example 35The pro e‘“t ‘!Ms i SMT"O N — . How many minimum

number of tirr re so that the probab g the target at least
once i< more

Solutionlet the shooter fire 7 times. Obviously, # fires are n Bernoulli trials. In each

trizl, p = probability of hitting the largel = P and ¢* = probability of not hitting the

I I Az N
weet= 3 Then POx == °C g e (17(3) g 3
‘4 4 "4
Now, given that,
P(hitting the target at least once) > ().99

re. P(x=1)>0099
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A gets the third t by B result into
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Therefore, throw
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neorrectlv set up. it p erience shows that

R(}75 of the set ups are
" accentable 1tems, find
Solution [ er A be the even

Alco let B represent
incorrect setup

Now P(B,) = 0.2 |
P(AB) =00 x 09 and P(AJB,) = 0.4 %€
e PBPGARB)
Theretore - PBIA= pig ) PA[R,) + P(B,) P(AJB,)
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The salient features of the chapter are

s The conditional probabiiity ot an event E, given the occurrence of the event F

PNk .
s given by PEIE) =- ) by 20
P(1)

P (E U F)G) = P (E|G) + P (FIG) - P (E N B)|G)
¢ PENE)=PEPHE),PE) =0
PIENF)=P(F) P(EF),P{FE=#0
# If E and F are independent, then
P(ENF)=P(E)P(F)
P (E[F) =P (B). P(F) #0
P(HE)=P (F),PE)20
# Theorem of total probability

Let {E.E,, ..E ) be a partition of a'sample space and suppose that each of
E.E, = ES has nonzero probability. Let A be any event associated with S,

P(A)=PE)P (AlE)+ P (E) P (AIE) + ... + P (E) P(AIE)
¢ Bayes' theorem IfE, E,, ., E_are events which constitute a partition of

sample space S 1e_EﬁEQ, E arepalrwmedlspmtandh UE,U..UE, =S
and A be any event with nonzero probability, then

P(E;)P(A[E))

P(E,;1A)=—
S P(E;)P(AE))

J=1
¢ A random variable is a real valued function whose domain is the sample
space of a random experiment.
¢ The probability distribution of a random variable X is the system of numbers
X . X, X, X,

X)) P, P, P,

Whﬁi’e, P; >0, 2 p = L 1= l, 2,...,"



# 1 ¢t X be a random variable whose possible values X, X, )‘(’d v, occur with
probabilities p . p., Ps - P, mwm-givcly. The mean of X, denoted by y_ ¢

IS

the number z LPi.

The mean of a4 random variable X 1s also called the expectation of X, denoted

by E (X)
& Let X be a random variable whose possible values x, x, ..., X OCCUr with
probabilities p(x ), p(xgh . PO respectively.

et u = E(X) be the mean of X. The variance of X, denoted by Var (X) or

G is defined as @, = Var(X)= ¥ (4 —=1)" P(%)
i=|

or equivalently 6°=E (X — W)’
The non-negative number

6, ~ VA= | (s —pix,)
=]

is called the standard deviation of the random variable X.
¢ Var (X) = E (XH= [E(X))
s Trials of a random experiment are called Bernoulli trials, if they satisty the
tollowing conditions
(i) There should be a finite number of trials.
(1) The wrials should be independent.
(i) Each tral has exactly two outcomes : su.cess or failure.
(iv) The probubility of success remains the s.ane in each trial.
([Z);}iif“;;m distribution B (i, p), P(X = x) = n(*} g, a=0, l..... N
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